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Xi Li, Huimin Ma, Member, IEEE, Xiang Wang, Student Member, IEEE, and Xiaoqin Zhang

Abstract— Traffic light recognition is one of the important
tasks in the studies of intelligent transport system. In this
paper, a robust traffic light recognition model based on vision
information is introduced for on-vehicle camera applications.
Our contribution mainly includes three aspects. First, in order
to reduce computational redundancy, the aspect ratio, area,
location, and context of traffic lights are utilized as prior
information, which establishes a task model for traffic light
recognition. Second, in order to improve the accuracy, we propose
a series of improved methods based on an aggregate chan-
nel feature method, including modifying the channel feature
for each types of traffic light and establishing a structure of
fusion detectors. Third, we introduce a method of inter-frame
information analysis, utilizing detection information of previous
frame to modify original proposal regions, which makes the
accuracy further improved. In the comparison of other traffic
light detection algorithms, our model achieves competitive results
on the complex scene VIVA data set. Furthermore, an analysis
of small target luminous object detection tasks is given.

Index Terms—Traffic light recognition, fusion detectors,
inter-frame analysis.

I. INTRODUCTION

N RECENT years, automatic driving technology has

become the most talked about area of intelligent transport
system [1]-[4]. Among many related studies, the task of traffic
lights recognition and tracking is one of the most important
work to study driving strategy for vehicle control. Taken the
actual scene as an example, when a vehicle travels at a traffic
junction, driver needs to keep an eye on the traffic lights,
vehicles in front and surrounding environment, which makes
it difficult for drivers to deal with complex scenes vehicle
control. The task of TLR aims to provide a driving strategy,
includes giving a start-up warning to drivers and a signal for
vehicles control, which provides drivers a legal guidance of
urban traffic, and a safer and wiser driving mode as well.

In existing research, to achieve vehicle control, some studies
has been proposed to obtain vehicle position information by
GPS [5], [6], while determine the vehicle’s travel strategy
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Fig. 1.
and enlarged shown at the right corner in the image.

A general traffic scene in VIVA dataset [7]. Traffic lights are elected

according to the sensor installed in the traffic lights. However,
this is difficult to implement, as it needs to rebuild the traffic
light control system equipment of the entire driving area.
At present, it is difficult to realize such large-scale engineering
projects in vast majority of countries and regions. Furthermore,
equipments such as radar is difficult to achieve mass produc-
tion as a general vehicle devices, so the much inexpensive on-
vehicle camera, to establish a completely visual-based system
model has much universal significance and application value.

In this paper, we focus on the full use of visual information.
The key problem of our research is to detect traffic lights
accurately in video frames which are collected by on-vehicle
camera, followed by judging the change of traffic lights and the
movement situation of vehicles in front. Fig. 1 shows a general
traffic scene include multiple traffic lights. As the target is
small and ambiguous, establishing an accurate and robust TLR
algorithm is a difficult task.

Meanwhile, a specialized TLR algorithm is established.
We consider combining prior information of traffic lights in
natural scene with a modified feature learning method, as well
as introducing inter-frame information to improve detection
performance. In this case, the analysis of prior information is
used to improve the efficiency of the calculation, by limiting
size, location and other parameters of traffic lights, a large
number of meaningless areas can be removed. For the sake
of robustness, we select feature learning method instead of a
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Fig. 2. A list of methods for TLR tasks. The left side enumerated 5 main ideas for TLR, while the right side shows the basic structure in our approach,

which is a model combined prior feature with fusion detectors followed by inter frame analysis process.

simple image processing. Based on context and other features
of different types of traffic lights, we improve ACF [8] method
to make it specialized for TLR. Inter-frame information is
used to correct the confident score for candidates, as we find
that informations from adjacent frames can solve the problem
of luminous fake flashing when imaging appropriately. For
clearly demonstration, section III introduces the complete
framework of our TLR algorithm and the three components,
respectively.

II. RELATED WORK

Aiming at the general object detection task, a lot of work
have been proposed and they can be classified into two
categories. The first kind of methods are based on bottom
feature analysis, such as Deformable Parts Model (DPM) [9],
Aggregate Channel Features (ACF) [8] and its improved
version [10]—[12]. These methods are used to extract colour,
gradient intensity, edge and other features, training a number
of detectors to achieve target objects detection and recognition.
These methods have high accuracy in traffic sign [3], [4],
pedestrian [8], [10] and vehicle detection, and can achieve
the detection speed at tens of frames per second on the CPU,
which meets the real-time requirements. However, when they
come to a small luminescent target, such as traffic light,
it is difficult to achieve the accuracy required by the method,
as their bottom features are weakly expressed and the detectors
often do not possess sufficient specialization.

The second kinds of methods are based on deep learn-
ing method, such as R-CNN [13] and its accelerated
version [14], [15]. Methods based on deep learning utilize
the feature information of higher dimensions to realize the
detection of target, and they can achieve higher accuracy than
the method of learning bottom features on the general object

detection task [1], [2], [16]-[21]. However, the number of
pooling layers will be limited due to the tiny size of traffic
lights in images taken by on-vehicle camera, which makes it
difficult to design a sufficiently deep network [22]. Therefore,
in TLR task, it is difficult for a deep learning network to take
both the accuracy and parameters’ storage into account.

On the other hand, in many studies of TLR, the method
of image processing and morphological analysis are widely
used [23]-[25]. As traffic lights have a distinctive feature in
colour, shape and size, such methods have a certain detection
accuracy rate in the case of high image clarity and simple
scene. At the same time, the ideas of salient object detection
also show the necessity of analysis of target object feature
for region proposal [26], [27]. However, for an actual traffic
scene, occlusion, weather conditions and other light sources
will have a heavy impact for TLR task, the accuracy of these
methods will be significantly reduced.

In the research of TLR, the study on VIVA dataset is of most
interest. Methods in [7] and [28] proposed the Area-Under-
Curve (AUC) results of the three methods on TLR, where AUC
represents the area under the Precision-Recall curves of region
proposal, which is an indicator both investigated the accuracy
and recall rate of an algorithm. Under the requirement of
overlap criteria of 50%, the method of colour information can
only achieve an average AUC of 4% while using light spot can
only reach 1%. Meanwhile, ACF method [8] can achieve about
40%, it can be seen that feature learning methods have more
advantages than a simple image processing method, while they
are still less than the actual demand.

Although it is difficult to achieve high accuracy by simply
using image processing or morphological analysis, we find
that the prior features and detection results from adjacent
frame can still help to improve performance on the basis
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The framework of our fusion detection model for TLR task. The flow chart shows basic steps: entering a natural traffic scene image, through a

process by prior feature analysis, ACF learning and inter-frame correlation analysis, providing the positions and types of traffic lights in the image.

of feature learning algorithms, with a tiny time consumption
increased [3], [4], [29]. As a result, we propose a more
robust TLR method, which uses a modified feature learning
method followed with prior information for specific task,
to further improve the accuracy and recall of TLR. Inspired
by [7] and [28], we also use AUC as an indicator to evaluate
the accuracy and recall rate of our algorithm. Fig. 2 shows a
list of methods and our approach for TLR tasks.

Beside, the actual needs of the system are focused on. For
TLR task in the real driving scene, there is no need to detect all
types of traffic lights and these which are not in front of driving
detection, but the red and green lights in the nearest crossroad.
Under the constraints of these conditions, a specific model is
put forward for red and green light recognition, as well as a
main traffic light judging method.

III. APPROACH

For a specialistic TLR task, we introduce a model which
combines a prior feature analysis process with modified feature
learning methods, as well as a main traffic light judging
standard. Given an image taken from on-vehicle camera,
through prior feature analysis, fusion detectors and the using of
inter-frame information, finding out all traffic lights is the first
step to implementing TLR. Furthermore, selecting the main
traffic light which is the one need to observe is the second
step for vehicle control. Fig. 3 shows the basic flow of our
algorithm. In this section, we give a detailed description of
the three contributions presented in our algorithm.

A. Prior Feature Analysis

It is found that traffic lights has a lot of prior information
on location, size and scene context. Introducing a prior feature
under the task model, followed by a preprocessing operation,
will help reduce redundancy and improve algorithm efficiency.
For TLR, we have introduced three pre-processing operations,
including restricting the search range for sliding window,
selecting template size with physical meaning and analysing
the structure of traffic lights. Fig. 4 shows prior feature analysis
process in TLR task.

In actual traffic scenarios, traffic lights tend to have a fixed
frame structure to distinguish them from other sources of

[ traffic light box

|| bright bulb

A schematic of regions proposal based on prior feature. Several

Fig. 4.
candidates with fixed sizes which have physical meaning in the image is
selected in prior feature analysis process.

interference. In complex scene, since the bulbs of traffic lights
is susceptible to interference from image quality and similar
light sources, so it is inappropriate to be used as detection
objects. As a result, when we perform feature learning, traffic
light boxes with structural information are selected as target.

Second, due to the position of on-vehicle camera and traffic
lights in natural scenes, traffic lights must appear in a certain
area in acquired images. In most cases, they are present in
top 40% of images in LARA dataset, and in top 50% of
images in VIVA datasets. Images of the two datasets are
continuous video frames from on-vehicle camera, and we
will give details of these datasets in section IV. In practical
application, the range of sliding window search is decided
by the statistic result of locations of ground truth in training
dataset, it can be expressed as a probability form for each
pixel as P(x, y), which represents for the probability that pixel
(x, y) appears in the area that may contains traffic lights. For
the simplest producing, we set the lowest position of ground
truth as the threshold, P(x,y) = 1 if vertical coordinate y
of the pixel is higher than threshold, while P(x,y) = 0 if it
is the opposite.
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Fig. 5. The complete lifting algorithm for region proposals by the three types of detectors cascade. The upper dashed box shows the train process while the
lower shows how to evaluate the proposal method’s performance by multi detectors.

Third, as the size, aspect ratio and other information are
relatively fixed for traffic lights, we argue that targets which
could be identified in images can be included with very few
types of template sizes. In order to get template sizes with
physical meaning for sliding window operation, we cluster
the sizes (length, wide of bound boxes) of ground truth in
training dataset: first, recording the number of each different
sizes, then sorting the number of clusters from large to small,
and judging whether a size is close to others in front of it in
this order. If the length and width ratio both are in the range
of 0.8 to 1.25, then merging these two sizes to generate a
new template size and using the number of clusters as weight,
as formula (1), (2), (3):

N(lnew s wnew)

= N(1, w1) + N(l2, w2) (1
N, w) N(l2, wy)
Liew = x I + x 1 2)
new N(lnew; Whew) : N(pew, Whew) 2
N4, N,
Wnew = ﬂ X w1 + (t2, w) (3)

N(lnew; Whew) Nlnew, Whew)

N(l, w) represents the number of size in which length
is [ and width is w, then the new size (lew, Wnew) 1S
obtained by weighting calculation, while its correspond num-
ber N(lnew, Wnew) is obtained by summing.

B. Fusion Detectors Based on Prior

1) Channel Feature Modification: As traffic lights in the
images obtained from on-vehicle camera are much smaller
than the whole image size, and they do not have complex
features, so the method of extracting basic features followed
by a matching algorithm is more suitable for TLR tasks.
Aggregation Channel Feature (ACF) model [8] is used as a

baseline in our model, which belongs to a detection algorithm
that achieves object recognition by template matching. The
algorithm framework includes a clustering feature channels
process, followed with a boosting tree for classification. And
for the features of traffic lights, we redesign the channels base
on general ACF model.

In the study, we find that the red light is more suscepti-
ble to similar light sources, the chroma is relatively stable,
while the green light is more susceptible to image brightness.
On the other hand, as the three-axis in CIE-Lab colour space
represents brightness, red-green-axis and yellow-blue axis,
which better expresses the colour-field features of traffic light,
inspired by [30], we consider fusing CIE-Lab’s channels into
a single one, to replace one of LUV’s chroma channel for
generating red light’s feature, while the luminance channel
for green light. Formula (4) introduces the Cj,, channel:

Clap(x,y) =1(x,y) - (alx,y) + b(x,y)) “4)

[, a and b represent the 3 channels defined in CIE-Lab, (x, y)
is a pixel, its Cjqp is calculated from the CIE-Lab channel
feature of this point.

2) Multi-Size Detector: For complex scenes, a single ACF
detector with channel feature modification doesn’t achieve
sufficiently performance. At the same time, much information
for TLR can be obtained by ACF method. Here, we propose
a method of fusing detection results, through ACF method,
a number of different detectors for different target can be
trained, according to the relationship between different types
of lights, as well as bulbs and traffic light boxes, the candidate
regions can be corrected by multiple sets of detectors. In par-
ticular, by introducing multi-size detector, fuzzy detector and
bulb detector, we design a multiple detector model for TLR.
Fig. 5 shows the process of three types of detectors cascade.
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Fig. 6. Modify candidate regions by a weak prior constraint of the relative
position of bright bulb and traffic light box.

For multi-size detectors, by the clustering method for tem-
plate sizes mentioned in prior feature analysis, we can select
multiple sizes for training ACF detectors. According to the
proportion of samples that can be covered, the number of
detectors of different template sizes can also be determined.
For example, a single size can be used to satisfy the vast
majority of samples for image scenes from LARA dataset,
while template on VIVA dataset needs three. In addition,
when merging candidate regions given by detectors of different
template sizes, the confidence scores of candidates obtained
by different detectors need to be weighted according to its
corresponding number of clustering samples. This will give a
meaningful sort for candidate regions. Formula (5), (6), (7)
shows the process of merging proposals:

weighti  weighty  weight3 )
N(i,w1))  N(2,w2)  N(3,w3)
cx(pos, score) € Sy — cx(pos,score - weight,) € Sy (6)

Stinal = {81, 82,83,---} @)

weight, represents modification weights for different candi-
dates, it is proportional to the number of clusters N (I, wy)
of its detector’s template sizes. By the parameter, we weight
confidence scores for each element ¢, belongs to the set of
candidate regions S, which obtained by detector x. Finally,
we combine the updated candidates to get a final set Syipar.

3) Bulb Detector: As mentioned above, when only using
the bright bulb of traffic lights as detection target, the per-
formance is always unsatisfactory because the tiny size and
it’s susceptible to interference. However, we find that there
is a relatively fixed positional relationship between the bright
bulb and traffic light box, which can also provide information
for modifying candidate regions obtained by ACF detectors
for traffic light boxes.In our research, candidates with high
confidence score obtained from bright bulb ACF detector is
used to compare with traffic light boxes candidate: if the upper
1/3 of red traffic light (lower 1/3 part of green traffic light)
box has an IoU (the ratio of Intersection of Union) greater than
50% with a red (green) bulb candidate, then we add 20% of
the bulb’s confidence score to the traffic light box candidate,
as well as modifying box’s abscissa according to the bulb.

Fig. 6 shows the modify process by a weak prior constraint
of the relative position between the bright bulb and traffic light
boxes, while formula (8), (9), (10), (11) shows the process of
modifying by bulb detector.

bulb,,(posy, scorey) € scorepyp > threshold (8)
T Lbox,(posy, score,) € Sfinal )

(10)
posy(xy, yu) = pos(xy, x0.2+x,x0.8, y,) (11)

score, — scorey + scorey, X 20%

Here, bulb,, belongs to the set of bulb candidates with
confidence greater than threshold (generally select 200 for
greens while 150 for reds), T Lbox, is a target from traffic
light boxes candidates set Sginq. If the IoU of bulb, and
T Lbox, is greater than 50%, (10), (11) are used to modify the
postion posy(xy, y,) and confident score score, of T Lbox,,.

4) Fuzzy Detector: For low quality images, as a small target
luminous body, some traffic lights are difficult to be classified,
single-class ACF detector may lose such targets. However,
in the task of continuous frame detection, even if it can not
correctly determine its type, judging whether it is a traffic light
is also meaningful. As a result, the fuzzy detectors which see
multiple categories as ground truth are introduced (For VIVA
dataset, we train a detector using red and red left lights as
ground truth, as well as the greens). For a candidate with high
confident score obtained by fuzzy detector: if it has an IoU
greater than 50% with a candidate from single type detection,
adding its confidence score with weighted to the candidate,
which operation is the same as formula (10); otherwise adding
it to corresponding single type traffic light sets with a reduced
confidence score as formula (13) and (14).

fuzzym(posm, scorey) € scorefys;y > threshold (12)
lex(pos, score) € Sp,— cx(pos,score-0.5) € Sy,

(13)

Stinal —> {Sfinai, Sfz} (14)

fuzzy, represents a fuzzy candidate with confidence greater
than threshold (generally select 200 for greens while 150 for
reds), if it doesn’t have an IoU greater than 50% with any can-
didates from single type detection, we reduce the confidence
of these candidates to 20%, and record them as a set Sy, then
add this set to the original candidates set S finq;.

5) Inter-Frame Correlation Analysis: In addition to using
information from single image frame, the detection results
provided by adjacent frames can also provide information. as
it is impossible that the position of traffic lights changing
abruptly during continuous video, comparing the candidate
regions extracted from adjacent frames and their scores can
help to modify the performance. In particular, false light
flickering often occurs when luminous objects imaging, which
makes the detection confidence of targets in adjacent images
often obvious different. Therefore, the results from previous
frame can be used to reduce the difference of false-flicker
on detecting traffic lights in a single frame. Fig. 7 shows the
differences of traffic light images in adjacent frames influenced
by false flicker phenomenon. Referring to the detection result
of adjacent frame, confidence scores of candidates extracted in
current image can be recalculate. In our research, the modified
method is designed as the same with fuzzy detector.

C. Main Traffic Light Definition

For actual driving control, after multiple traffic lights are
detected, the task is to find out a “main traffic light” for vehicle
control. Here, we put forward the definition of main traffic
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Fig. 7.

“Main Traffic Light”

Fig. 8. The definition of a “Main Traffic Light”, which judging by the traffic
lights’ size, position and confidence score obtained from our algorithm.

light, which is the one really needs to be seen. According
to the imaging rules under natural scenes, the main traffic
light should be larger than majority of other lights which are
observed, as well as a relatively high position in the image.
In this case, we propose that the main traffic light should be
present in candidate regions obtained by our algorithm and
following requirements below: first, it must belong to targets in
which score is greater than a threshold (In VIVA, we generally
select 200 for greens while 150 for reds); second, its size
needs to be greater than 80% of all regions that meet the first
requirements; third, its position (measured by the ordinate of
area’s centre) needs to be the highest of all regions under the
above conditions. Fig. 8 shows a result for selecting the main
traffic light defined above.

IV. EXPERIMENTS
A. LARA Dataset

LARA dataset is a video built in an urban traffic scene,
the image quality is relatively high, and contains red,

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

[ match in frame N

miss in frame N

Different imaging quality of traffic lights in adjacent frames. The false flicker phenomenon makes objects missed when detecting in single frame.

TABLE I

AUC INDICATOR OF RED LIGHT ON LARA VALIDATION
DATASET BY CHANNEL MODIFICATION

Method Colour Amp | Hist | AUC indicator

ACF [8] LUV v v 89.77%
Ours LUV([1 2]) + Ciqap v v 90.65%
Ours LUV([1 3]) + Ciap v v 87.82%
Ours LUV(2 3] + Ciap v v 91.97%
Ours LUV(2 3]) + Ciap x v 91.06%
Ours LUV((2 3]) + Clap v X 87.33%
Ours LUV([2 3]) + Ciap X X 87.01%

TABLE II

AUC INDICATOR OF GREEN LIGHT ON LARA VALIDATION
DATASET BY CHANNEL MODIFICATION

Method Colour Amp | Hist | AUC indicator

ACF [8] LUV v v 84.03%
Ours LUV([1 2]) + Ciap v v 86.57%
Ours LUV([1 3] + Ciap v v 87.98%
Ours LUV([2 3]) + Ciap v v 84.04%
Ours LUV(1 3]) + Ciap x v 89.32%
Ours LUV([1 3] + Ciap v X 86.18%
Ours LUV([1 3] + Ciap X X 80.24%

TABLE III

AUC INDICATOR BASED ON MULTI-SIZE DETECTORS
METHOD ON VIVA VALIDATION DATASET

Traffic Light Method AUC indicator | Improve
Red general ACF detector [8] 63.29%
Red Double-size detector + score fixed 66.83% +3.54%
Red Treble-size detector + score fixed 68.02% +4.73%
Red Left general ACF detector [8] 13.27%
Red Left | Double-size detector + score fixed 17.01% +3.74%
Red Left |Treble-size detector + score fixed 17.02% +3.75%
Green general ACF detector [8] 40.26%
Green Double-size detector + score fixed 48.33% +8.07%
Green Treble-size detector + score fixed 48.98 % +8.72%
Green Left general ACF detector [8] 36.56%
Green Left | Double-size detector + score fixed 37.62% +1.06%
Green Left | Treble-size detector + score fixed 37.67% +1.11%

green lights’ labels, which treat the whole traffic light boxes
as ground truth. Based on the LARA dataset, we have studied
the prior feature analysis and the feature channel modification



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LI et al.: TRAFFIC LIGHT RECOGNITION FOR COMPLEX SCENE WITH FUSION DETECTIONS 7

TABLE IV
AUC INDICATOR BASED ON MULTI DETECTORS ON VIVA VALIDATION DATASET

Traffic Light Method AUC indicator Improve
Red general ACF detector [8] 63.29%
Red general ACF detector + Fuzzy detector 64.87% +1.58%
Red general ACF detector + Bulb detector 65.12% +1.83%
Red general ACF detector + Fuzzy detector + Bulb detector 65.47% +2.18%
Red Multi-size detectors 68.02% +4.73%
Red Multi-size detectors + Fuzzy detector 69.31% +6.02%
Red Multi-size detectors + Bulb detector 70.43% +7.14%
Red Multi-size detectors + Fuzzy detector + Bulb detector 71.26% +7.97 %
Red Left general ACF detector [8] 13.27%
Red Left general ACF detector + Fuzzy detector 17.82% +4.55%
Red Left general ACF detector + Bulb detector 15.49% +2.22%
Red Left general ACF detector + Fuzzy detector + Bulb detector 20.00% +6.73%
Red Left Multi-size detectors 17.02% +3.75%
Red Left Multi-size detectors + Fuzzy detector 22.09% +8.82%
Red Left Multi-size detectors + Bulb detector 19.23% +5.96%
Red Left Multi-size detectors + Fuzzy detector + Bulb detector 23.14% +9.87 %
Green general ACF detector [8] 40.26%
Green general ACF detector + Fuzzy detector 40.31% +0.05%
Green general ACF detector + Bulb detector 40.20% -0.06%
Green general ACF detector + Fuzzy detector + Bulb detector 41.07% +0.81%
Green Multi-sizes detector 48.98% +8.72%
Green Multi-sizes detector + Fuzzy detector 51.74% +11.48%
Green Multi-sizes detector + Bulb detector 48.95% +8.69%
Green Multi-size detectors + Fuzzy detector + Bulb detector 51.83% +11.57%
Green Left general ACF detector [8] 36.56%
Green Left general ACF detector + Fuzzy detector 37.54% +0.98%
Green Left general ACF detector + Bulb detector 38.44% +1.88%
Green Left general ACF detector + Fuzzy detector + Bulb detector 39.39% +2.83%
Green Left Multi-sizes detector 37.67% +1.11%
Green Left Multi-sizes detector + Fuzzy detector 38.19% +1.63%
Green Left Multi-sizes detector + Bulb detector 39.80% +3.24%
Green Left Multi-size detectors + Fuzzy detector + Bulb detector 40.20% +3.64%
TABLE V
AUC INDICATOR BASED ON INTER-FRAME INFORMATION ON VIVA VALIDATION DATASET
Traffic Light Method AUC indicator Improve
Red general ACF detector [8] 63.29%
Red general ACF detector + Inter-frame information 66.05% +2.76%
Red Multi-detector 71.26% +7.97%
Red Multi-detector + Inter-frame information 71.50% +8.21%
Red Left general ACF detector [8] 13.27%
Red Left general ACF detector + inter-frame information 18.40% +5.13%
Red Left Multi-detector 23.14% +9.87%
Red Left Multi-detector + inter-frame information 27.67% +14.40%
Green general ACF detector [8] 40.26%
Green general ACF detector + inter-frame information 44.44% +4.18%
Green Multi-detector 51.83% +11.57%
Green Multi-detector + inter-frame information 52.16% +11.90%
Green Left general ACF detector [8] 36.56%
Green Left general ACF detector + inter-frame information 36.89% +0.33%
Green Left Multi-detector 40.20% +3.64%
Green Left Multi-detector + inter-frame information 40.47 % +3.91%

method. For limiting the number of template, we select a
single template as the clustering on LARA dataset is very
concentrated. Furthermore, the influence of each channel on
detection AUC of ACF method is analysis during testing on
LARA dataset. We introduces the feature channel based on the
colour domain of traffic light, and replaces the luminance and
chroma channels of the original LUV colour channel model
separately. The test accuracy is shown in Table I and Table II.
LUV([m1, m2]) represent for m1-th and m2-th channels in
LUV are chosen, while Cj,p, is the channel compute by our
channel feature modification method.Here, AUC represent the

area-under-curve on Precision-Recall curves, where precision
and recall are calculate by formula (15), (16):

. TP
Presicion = ———— (15)
TP+ FP
TP
Recall = ———— (16)
TP+ FN

Where T P represents the number of True Positive Sam-
ples (We define candidates with IoUs greater than 50% with
ground truth as T P), while FP and FN correspond to
false positive and negative value. When different confidence
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Fig. 9.
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Vision results on VIVA validation dataset by our TLR model. The left side is the detection result on original image, with the main traffic light’s

guide (go, stop, and etc.) and confident score are indicated in the upper left corner. The right side shows the enlarging area where traffic lights is detected.

thresholds are taken, the PR curve can be drawn. A larger
AUC value naturally corresponds to a better algorithm.

It can be seen that, as the object is small, the colour channel
is still the most heavily dependent in traffic light detection,
and the gradient feature expression is relatively vague. While
when we introduce the channel which is closer to the traffic
lights’ colour feature expression, the accuracy is improved
when the new channel replaces the luminance channel of the
red light and the chroma channel of the green light. This also
shows that, for different lights, the function of each feature
channel and there sensitive interference are also different. As a

result, we propose that higher performance could be achieved
by detecting different traffic lights based on discriminate
feature.

B. VIVA Dataset

VIVA dataset contains a number of different videos whose
scenes are much complex, and the traffic lights’ imaging
quality is unstable. The VIVA dataset provides more types
of traffic lights’ labels(red, green, and their corresponding left
turn lights), while it provides both the whole traffic light boxes



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LI et al.: TRAFFIC LIGHT RECOGNITION FOR COMPLEX SCENE WITH FUSION DETECTIONS 9

TABLE VI
THE COMPARISON OF OUR PROPOSAL MODEL WITH STATE-OF-THE-ART METHODS ON VIVA VALIDATION DATASET

Method Red Red Left Green Green Left Platform Time Cost(s)
Faster R-CNN [15] 13.61% 1.20% 19.30% 0.13% GPU 0.020
SLD [24] 7.54% 10.01% CPU 0.014
ACF [8] 63.29% 13.27% 40.26% 36.56% CPU 0.043
Ours 71.50% 27.67% 52.16% 40.47 % CPU 0.081

and bright lights’ labels. Based on the richer information on
VIVA dataset, a total experiment using our complete model
proposed could be done.

First, as the distribution of traffic lights’ size dimension on
VIVA dataset is scatter, so AUC indicator of the algorithm
will be greatly reduced when only one size of template
is used. Therefore, the use of multi-size template is con-
sidered. In the experiments, first three clustered templates
with the largest data size are selected and the detectors are
trained respectively. Here, due to the fact that different scales
detectors are positively correlated with the amount of data
clustered on the template scale, it is necessary to adjust
the confidence score of candidate regions obtained from the
different detection templates. Therefore, we record the number
of different scales of templates obtained by clustering in
training set as weights, then multiply them with the confidence
scores of the candidate regions obtained by each template,
followed with a re-ranking and integrating for the candidates.
Table III shows the lifting AUC results for multi-size detectors
model.

Second, we train red fuzzy detector which uses red and
red left lights together as ground truth, and the same for
green fuzzy detector. In addition, we also train four bulb
detectors which mark the four bright lights as ground truth.
The training methods of the above two detectors are the
same as general ACF detector. Based on the method pro-
posed in section III, the proposals and their corresponding
confidence score obtained from single-size and multi-size
detector model of the four kinds of traffic lights are modified
by the two detectors. The improved AUC results are shown
in Table IV.

Third, for each segment of continuous video stream (in
addition to the first), we pick up candidate regions with
high confidence which are detected from previous frame, and
calculates the IoU of candidate regions detected from current
frame. If a region has an IoU which greater than 50% with
any candidate object selected in previous frame, we add 20%
of corresponding target’s score from previous frame to its
candidate, while if a selected region in previous frame doesn’t
have an IoU greater than 50% with regions, we reduce its
corresponding confidence score by 20% and add the region
into candidates of the current frame, this is based on the
assumption that traffic lights does not suddenly appear or dis-
appear in a continuous video. Table V shows the lifting results
by introducing inter-frame information, while several vision
results are shown in Fig. 9.

Furthermore, we compare our algorithm with some famous
object detection model, including the Faster R-CNN struc-
ture [15] with ZF-net [31], ACF model [8] and an image

analysis algorithm for specific TLR SLD [24], the AUC indi-
cator, platform we test on and time cost are shown in table VI.
All the experimental content of this part is reproduced by us
referring to [8], [15], and [24]. The Faster R-CNN model
tests on TITAN X with GPU @ 2.5 GHz while others test
on CPU @2.6 GHz. We verify that the deep neural network
is very difficult to locate accurately because of the small
size of traffic lights. Similarly, the method based on prior
image analysis is difficult to obtain well performance in
images with complex scenes and low quality. Our approach
introduces a prior knowledge and a modified method on
the basis of ACF, the AUC indicators of four traffic lights
have been significantly improved. At the same time, each
module can be used alone in our algorithm. In practical
applications, the modules in our proposed model can be
freely used according to the requirements for speed and
performance.

V. CONCLUSION

In this paper, a TLR proposal method is proposed. Our
detection model combination prior feature and inter-frame
analysis with feature learning algorithms. Through statistics
of shapes, location and context of traffic lights, only candi-
date regions with physical meaning are selected. Meanwhile,
the fusion detection model introduce structural features of
different types of traffic lights, our specific model for traffic
light significantly improves the performance of standard ACF
method. While the introduction of adjacent frame information
solves the drawbacks when detecting the fake flashing lumi-
nous objects by single image frame.

Furthermore, to solve the task of detecting small luminous
objects in complex scenes, our methods for TLR are also of
reference. For a specific object recognition task, it is a good
way to establish a model which combines prior feature with
statistic learning. In particular, it is an important method to
improve the recognition of small luminous objects with poor
image quality, which is difficult to extract features. In this
case, constructing a variety of detectors through introducing
a prior knowledge, can be an essential way for luminous object
detection and recognition.
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